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Abstract

In this paper, we outline new research concerning dynamic compilation of Java applications
in environments where system resources are significantly limited. In such environments, which
include “smart” mobile telephones and Personal Digital Assistants, memory and processor cy-
cles can be scarce, making current techniques for the runtime translation of Java programs
or program fragments inappropriate. We propose an alternative technique, prory compilation,
which makes use of idle, connected devices on a network to compile code on its behalf.

1 Introduction

The Java programming language[10, 21], although commonly associated with Internet programming,
is a general-purpose object-oriented programming language. ERany of its features, such as the use of
a garbage-collected memory allocation scheme, a virtual machine execution model and single class
inheritance, have been highly lauded within the computer programming industry and academia.

The traditional role of the compiler[1, 13, 42, 23] has been to facilitate one-time translation of human-
readable source programs into machine-readable object programs. The generated software is then



order of magnitude. One common modification to this scheme, made in pursuit of faster program
execution, has been to translate JVIR code into native



2.1 Major components

The Java Virtual Eeachine JVER) is an abstract machine which processes JVER classfiles. Such
classfiles



the first reference to that symbol. The delay is generally in pursuit of increased execution speed:
not all symbols in a classfile will be referenced during execution, so by delaying resolution, fewer
symbols may need to be resolved with less runtime overhead. Additionally, the cost of resolution is



The JVER supports arrays as



Some innovative alternatives to the JVER classfile format



3.2 Proxy Compilation

One possible outcome of the research work described above could be that, owing to limitations on
available time for the translation of classfiles at load-time, the runtime translation of JVER to LViR
is impractical within a specific RO, RAR or stack limit above which, assumedly, the translation
would be too intrusive or expensive). A sufficiently



4 Next Steps

We are currently implementing a dynamic compilation system to allow us to experiment with the
ideas outlined above. The system is research-driven; consequently, we plan to support representative,
but minimal Java programs. This implies supporting a subset of the Java 2 Platform API with, for
example, complex I/O and networking facilities omitted. The AWT, Swing and JFC sections of the
Java 2 Platform API will also be omitted, allowing us to focus on console-based applications.

Firstly, we are defining and implementing an initial LVER in C++, together with a JVER classfile
JIT compiler for producing LVER or target machine code at runtime. We expect to either implement
a very simplistic garbage collector or use one of those freely available[2] under the GNU Public
License[36]. We will consider the interaction of the LVER with the garbage collector during this
work; there may be some advantages to be gained from representing objects using a load/store Vi



interpreter-based VERs for their high-speed startup times and small memory footprint, their argu-
ment is based upon their own Smalltalk VER. The relevance of their findings to Java systems is
unclear, though assumedly a proxy compilation system benefits from the minimal VE& while also
reaping the benefits of a powerful and flexible dynamic compilation system.

In the Ahead-of-Time domain, numerous static Java compilation systems exist[30, 9, 25, 24, 31, 11,
5, 38] though most are oriented to desktop systems with plentiful resources. All systems generate
native binary code either directly or via ANSI C, which is subsequently compiled off-line. This
approach is generally speed efficient, but often forbids use of dynamically loaded classes e.g. [4])
and suffers the overheads of native code relative to compact VIR bytecode.

The CORPOSE group’s Harissa[25, 24] system notably acknowledges the requirement for statically-
compiled Java applications to execute dynamically loaded classes, however, its solution - an inter-
preter - results in a slow, if compact solution. An equivalent interpreter has recently been added to
the GNU gcj compiler[31]. Neither system addresses efficient runtime compilation of dynamically
loaded Java code in resource-constrained environments.

Roelofs[32] notes the characteristics of resource-constrained systems, but is chiefly concerned with
using connected devices to allow remote execution of application code. Our research instead seeks to
use more powerful peers to speed translation of the device’s core program for subsequent execution
on the device itself.

Wakeman et al[26, 15] have worked on research which similarly acknowledges the problems of en-
vironments in which resources are limited. Their approach uses a proxy device to serve suitably
compressed or scaled versions of requested data in accordance with client-specified constraints ex-
pressing, for example, degradation limits. This is analogous to the notion of proxy compilation,
though the authors have not specifically proposed it. The work also proposes that clients inform the
proxy of their resources. This is a potentially attractive technique which would allow the server to
specialise a code fragment or application for the specific resources available to the client. In situa-
tions where low resources prohibit execution profiling, this may be the only feedback the client can
provide regarding the runtime environment. An additional, albeit lesser, consideration is that their
implementation uses Java and RERI on the client side. Our work directly addresses the question of
proxy compilation and is designed to scale to very simple clients where a Java runtime environment
may not be feasible.

The vast majority of dynamic compilation systems require storage of a dynamic compiler system in
the runtime environment, and must execute on the target system. The small number of projects
which do not employ this model are now described. Voss and Eigenmann[41] detail a system which is
notionally similar to proxy compilation, but assumes various system characteristics. These include a
requirement for NFS mounted storage to be shared between systems and a reliance on RPC facilities.
We believe such a solution would not scale well to resource-constrained systems particularly single
threaded applications which use a minimal operating system or do not require an OS). Additionally,
this project has focussed on ANSI C and FORTRAN applications rather than Java.

Bell Labs’ Inferno system[44, 43, 7] and Tao Systems’ Elate/Intent system[12] both use a low-level
V& instruction set to increase the efficiency of Java code. These two systems are now contrasted
with our proposed systems.

Inferno’s use of a memory-to-memory virtual machine results in a virtual machine architecture which
is superficially similar to our proposed LVER system. There are a number of critical differences,
however. Firstly, Inferno is target-independent, supporting Intel x86, SPARC, ARE, PowerPC,
EIPS and other devices. Although the principle of a low-level virtual machine is applicable to targets
with a load/store architecture, we expect to increase efficiency by creating specialised versions of the
LVER instruction set for individual processors. Furthermore the Inferno virtual machine Dis) has an
instruction set which has been designed for the Limbo programming language, not Java. Although
there are many similar features, including objects and garbage collection, supported by an| ¢)1999.ec devices.)Tj3ext9"



Elate/Insight also uses a low-level, target-independent instruction set, however it, like the Kimera
project[35], use a form of remote compilation which relies on shared memory and persistent network
connections. Such systems fail to acknowledge the often intermittent nature of network connections
to resource-constrained devices. As described above, our proxy compilation scheme is designed to
scale to a
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