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Abstract 
 
A myth has developed that AI has failed as a research program. Most myths contain some germ of truth but 
this one is exceptional in that it is more or less completely false. In fact AI is a remarkably successful 
research program which has delivered not only scientific insight but a great deal of useful technology.  
 
One of the main reasons why people assert the failure of AI as a research program is the mistaken view that 
its main goal is to replicate human intelligence. Such a view is understandable. It is common to misread 
Turing’s 1950 paper Computing Machinery and Intelligence as suggesting that the ultimate goal of AI 
should be the complete replication of human intelligence. AI researchers have also not done sufficient to 
make it clear that complete replication of human intelligence is not the ultimate goal of AI.  
 
A further source of the failure myth is the need felt by many researchers to distance their approach to AI 
from other, usually previous, approaches. In many cases a fashionable approach to AI may give itself a new 
name - ALife would be a good example – and portray previous AI approaches as having failed.  
 
In truth there is no failure to be explained. Almost every citizen in the developed world makes use of AI-
derived technology every day. The fact that this AI technology is usually hidden in other technologies and 
works unobtrusively is a measure of just how successful AI has been. AI has also inspired, and continues to 
inspire, many other disciplines from linguistics to biology through the generation of scientifically useful 
data and concepts. The scientific work may still be at an early stage but its potential is great and failure 
myths should not be allowed to impede it. 
 
 
 
 
 



It is important to challenge myths because they can greatly influence the popular image of a science. Even a 
false myth such as this can have an effect out of all proportion to its apparent significance on the way AI is 
seen outside the field. 
 
The myth that AI has failed has two different groups of progenitors. The first group is composed primarily 
of those philosophers who see the entire enterprise as misguided, impossible, absurd, or as some 
combination of these. The second group is made up of those AI scientists who wish to distinguish their 



 
 

Science versus Technology  
 
It is useful at this stage to introduce the distinction between AI as a scientific enterprise and AI as a 
technology. This is not an absolute distinction. It is not always possible to say where science ends and 
technology begins – 



Science can be hard on such arrogance. Just as it turns out that we live on an undistinguished rock 
revolving around a middle class star far from the centre of a very ordinary galaxy, so it seems there is 
nothing central or optimal about our intelligence – or at least our present superficial analyses of it.  
 
An important contributor to the mistaken view that AI should be primarily concerned with the replication 
of human intelligence was the so-called Turing test. I have argued at length (for example in Whitby 1996a) 
that it is a misreading of Computing Machinery and Intelligence  (Turing 1950) to view AI as being 



From Machine Learning to Data Mining  
 
Christopher Columbus put to sea in 1492 with the intention of finding a short cut from Europe to India. He 
didn't find it; indeed it was not there to be found. What he discovered was a whole new (to Europeans at 
least) continent which was of far more profound historic consequence than any short sea-route could ever 
be.   
 
The development of the AI technology known as data mining is closely analogous to Columbus' discovery. 
During the 1980s there was much research into an area of AI known as machine learning. The reason for 
this was that the power of AI systems containing and using real-world knowledge had been amply 
demonstrated. There was but one drawback to such systems. Real-world knowledge invariably proved very 
difficult and costly to acquire. This so-called 'knowledge acquisition bottleneck' meant that knowledge-
based systems were almost impossibly expensive and restricted.  
 
An obvious short-cut would be to enable the machines to learn for themselves and much research was 



computer desktop makes these failure claims look rather parochial and silly.  The fact that it is such a 
useful package should silence the failure myth completely. Unfortunately the susceptibility of humans to 
rational persuasion is something that AI as science has yet to fully explore. 
 
 
 
 

Notes 
 

1. This best account of the overlap between bird and aircraft aerodynamics is undoubtedly 'The 
simple Science of Flight from Insects to Jumbo Jets' by Henk Tennekes. (Tennekes 1997) 
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